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A B S T R A C T

This study aims to identify nonlinearities in the stiffness and damping characteristics of a passive
pneumatic isolator connected to an ultra-precision manufacturing prototype in the uncoupled
transverse and horizontal directions. Experimental data are collected using sine sweep tests
and is used to plot nonlinear frequency response functions. The resulting analysis reveals a
quadratic polynomial relationship between the equivalent stiffness and the system’s dynamic
response, indicating a combination of quadratic and cubic nonlinearity. Similarly, the nonlinear
damping characteristic is determined using the half-power bandwidth method, which exhibits
a quadratic polynomial relationship between the equivalent damping and dynamic response.
The linear stability analysis of the system for the identified nonlinear stiffness and damping
characteristics reveals that the system remains linearly stable for the given range of frequency
and excitation amplitudes. Furthermore, bifurcation analysis reveals the existence of complex
solutions, such as period-2 and period-4 solutions, for higher excitation amplitudes.

. Introduction

The dependence of the manufacturing industry on ultra-precision manufacturing (UPM) machines has increased over the past few
ecades [1–3]. UPM machines, such as ultra-precision machine tools, wafer scanners, and micro-coordinate measurement machines,
re in high demand due to their use in applications like telecommunications, defense, and biomedical products [4–7]. However,
he high complexity and surface finish requirements (1–100 nm) of these components make UPM machines highly susceptible to
mall-amplitude disturbances from the ground or surroundings, which can significantly impact their accuracy and performance [8].

One of the strategies to control these unwanted vibrations is the effective isolation of UPM through either passive, active, or semi-
ctive isolators [9–12]. Passive isolators in the form of pneumatic isolators are often preferred over semi-active or active isolators
or UPM machines due to their simple design, cost-effectiveness, reliability, energy efficiency, and ease of installation [8,10,13].
oreover, the popularity of pneumatic isolators in UPM machines [10,14,15] can be attributed to two major factors; (1) pneumatic

solators support high payloads using relatively low energy, and (2) they exhibit low transmissibility at frequencies higher than the
esonance frequencies in contrary to viscously damped isolators [16,17]. Also, they are effective at attenuating vibrations over a
ide range of frequencies, especially when the excitation frequencies are sufficiently above the natural frequencies of the system (2–
Hz) [10,18–20]. Accordingly, pneumatic isolators have been a frequent topic of study, especially concerning the dynamic behavior
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associated with these isolators. A linear dynamical model of a pneumatic isolator for UPM machines can be easily obtained [3] and is
valid for small payload displacement, (i.e., less than 5 μm). However, for larger payload displacements, a linear model is insufficient
o predict the dynamics accurately, necessitating the use of a nonlinear model of the pneumatic isolator. The nonlinearity in the
neumatic isolator can arise from different factors such as the diaphragm, flow restrictor, and compressibility of air in the chambers.
herefore, to accurately predict the dynamic behavior of pneumatic-isolated UPM machines, it is necessary to establish nonlinear
haracteristics of pneumatic isolators. In this work, we aim to highlight the effect of nonlinearity in pneumatic isolators using
xperimental data and existing system identification methods.

Analytical models for the stiffness and damping characteristics of the pneumatic isolator have been extensively studied in the
iterature, relying on the thermodynamic properties of air and modeling the diaphragm as pneumatic springs [21–25]. These models
ere further verified through experiments. However, these models do not explicitly describe the dependence of the stiffness and
amping characteristics on the states of the system (position and velocity). Therefore, it becomes challenging to conduct a nonlinear
nalytical study to establish the nature of bifurcation and the existence of different nonlinear attractors in the system using these
nalytical models of pneumatic isolators. While some studies, such as Heertjes and Wouw [26] have provided an explicit dependence
f nonlinear stiffness on displacement, they lack experimental verification. Therefore, for the first time, this work aims to develop the
losed-forms for the explicit nonlinear stiffness and damping characteristics through experiments on a pneumatic isolator supporting
he reconfigurable prototype of UPM.

To determine the dynamic characteristics of a system, it is necessary to perform forced or free vibration tests and update the
ystem’s mathematical model. This further clarifies the influence of different parameters on the system dynamics. Frequency domain
ethods are advantageous for identifying the nonlinear characteristics of the system as obtaining the frequency response function
sing the sine sweep test is relatively easy [27–30], relatively robust to the noise in the signal, independent of the prior knowledge
f the model and straightforward in comparison to other methods to identify nonlinear characteristics of the system [31–34]. In this
tudy, we follow a method proposed by Liu et al. [30] to identify the nonlinear restoring force in the system. This method exploits
he concept that nonlinear structures exhibit linear behavior under the steady-state response, allowing the equivalent stiffness of the
ystem to be obtained for different excitation amplitudes [27–31]. The nonlinear stiffness of the system is then obtained through
urve fitting using the harmonic balance method. The proposed method [30] also evaluates the damping characteristics of the
ystem using the half-power bandwidth method and the frequency response function plot. Experimental results and corresponding
mpirical models reveal softening nonlinearity in the stiffness and damping characteristics of the pneumatic isolator as functions
f displacements and velocity in the 𝑦- and 𝑧-directions. Furthermore, the linear stability analysis of the system reveals that for
he identified nonlinear parameters, the system remains stable for a broader range of excitation amplitudes and is consistent with
xperimental results.

The rest of the paper is organized as follows. Section 2 presents the experimental setup, followed by the analytical model of
ystem and parameter identification method in Section 3. Results and discussion are presented in Section 4 with the linear stability
nalysis in Section 5. Finally, some conclusions are drawn in Section 6.

. Experimental setup

Experiments are conducted using a reconfigurable prototype of UPM. The experimental rig and schematic are depicted in Figs. 1
nd 2, respectively. The prototype consists of an 800 kg base with the dimensions 749.3 × 749.3 × 495.3 mm and is supported by four
neumatic isolators (Bilz model BiAir 1-ED) at the four corners. We emphasize that as the experimental setup exhibits symmetry
n the 𝑥–𝑦 plane, we conduct experiments in one of these directions [2]. More specifically, we select 𝑦-direction to conduct the
xperiments. To estimate the stiffness and damping characteristic of the pneumatic isolator in the 𝑦- and 𝑧-directions, it is necessary
o decouple all the modes viz. transverse, horizontal, and rocking motion. This step ensures that the dynamical characteristics of
he pneumatic isolator in one direction do not influence the motion of the prototype in the other direction and eliminates any
ross-coupling effects between the two directions. To achieve this decoupling, the prototype is reconfigured such that its center of
ravity aligns with the location of the isolators. For more details readers are referred to [2,35].

For the experimental analysis, the prototype is excited using an inertial shaker (APS Dynamics model APS 113, frequency range
C..200 Hz) in the form of sine-sweep signals applied separately in the 𝑦- and 𝑧- directions. It is important to note that the inertial

shaker is bolted securely to the structure for accurate excitation. This step further ensures that the nonlinearity of the shaker does
not influence the modes of the UPM prototype. The digital signal processor (DSP) receives commands from the computer interface
to generate the excitation signals, which are amplified by a power amplifier and then applied to the shaker. An accelerometer (PCB
393B05) is mounted on the shaker to measure the base excitation, while another accelerometer is installed on the prototype to
measure the output response of the isolated system. Sine-sweep tests are conducted by varying the excitation levels to investigate
the nonlinear behavior of the system.

3. Modeling and parameter identification method

This section presents the analytical model for the UPM prototype and the pneumatic isolators. Fig. 3 illustrates the front view
of the experimental setup and the schematic of the analytical model. The UPM prototype’s motion in the 𝑦- and 𝑧-directions
is modeled using a two-degree-of-freedom system. The prototype, with mass 𝑚, can translate in both directions. The pneumatic
isolators, positioned on both sides along the 𝑦-axis, are modeled as spring–damper systems (Fig. 3(ii)). Similarly, the isolators in
2

the 𝑧-direction are modeled separately as spring-damper system. Therefore, the combined stiffness of the isolators in the 𝑦-direction
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Fig. 1. Experimental rig: A reconfigurable UPM machine prototype with the following elements (1) Pneumatic isolators (Bilz model BiAir 1-ED), (2) shear
accelerometer (PCB 393B05), (3) electromagnetic shaker (APS Dynamics model APS 113), (4) base, (5) Graphical user interface (GUI), (6) DSP, and (7) signal
amplifier.

Fig. 2. Schematic of experimental rig.

Fig. 3. (i) Front view of the experimental setup, and (ii) schematic of the experimental setup.
3
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Fig. 4. Lumped spring–mass–damper system.

s represented by 𝑓1(𝑦), while 𝑓2(𝑧) represents the combined stiffness in the 𝑧-direction. Similarly, the combined damping of the
neumatic isolators in the 𝑦-direction is represented by 𝑔1(𝑦, �̇�), and 𝑔2(𝑧, �̇�) represents the combined damping in the 𝑧-direction. For
implicity in parameter identification, we assume that damping in both directions depends only on velocity.

As mentioned earlier in Section 2, the decoupling of the prototype’s motion in the 𝑦 and 𝑧-directions is achieved by aligning
he center of gravity of the prototype with the isolator positions. Consequently, any perturbation in the 𝑦-direction (or 𝑧-direction)
ill result in motion in the 𝑦-direction (or 𝑧-direction) only. Thus, the governing equations of motion for the system in the 𝑦- and
-directions can be written as:

𝑚�̈� + 𝑓1(𝑦) + 𝑔1(�̇�) = 0 , (1a)

𝑚�̈� + 𝑓2(𝑧) + 𝑔2(�̇�) = 0 . (1b)

Furthermore, if the system is externally excited in the 𝑦-direction, the governing equation of motion becomes:

𝑚�̈� + 𝑓1(𝑦) + 𝑔1(�̇�) = 𝐹𝑦 , (2)

here 𝐹𝑦 is the external force in the 𝑦-direction. Similarly, if the system is externally excited in the 𝑧-direction, the governing
quation of motion becomes

𝑚�̈� + 𝑓2(𝑧) + 𝑔2(�̇�) = 𝐹𝑧 , (3)

here 𝐹𝑧 is the external force in the 𝑧-direction.
Next, we outline the methods for evaluating the stiffness and damping functions of a pneumatic isolator. For this purpose, we

onsider a single-degree-of-freedom spring–mass–damper system, as shown in Fig. 4
The system is governed by the equation of motion

𝑚�̈� + 𝐶(�̇�) + 𝑘(𝑥) = 𝐹 (𝑡) , (4)

here 𝑚, 𝑥, and 𝐹 (𝑡) are known quantities, while 𝐶(�̇�) and 𝑘(𝑥) are unknown. Liu et al. [30] proposed a method for identifying
hese unknown quantities using the frequency response surface function plot. The method is based on the principle that the vibration
nergy of the system is concentrated in the excitation frequency, allowing the vibration response to be approximated as linear during
he steady-state response. Under harmonic excitation of amplitude 𝐹0 and frequency 𝜔, 𝐹 (𝑡) = 𝐹0𝑒𝑖𝜔𝑡, the steady-state response of
he system can be written as:

𝑥(𝑡) = 𝑋0𝑒
𝑖(𝜔𝑡+𝜙) , (5)

here 𝑋0 is the response of the system and 𝜙 is the phase difference. Also, during the steady-state response, the system can be
epresented as

𝑚�̈� + 𝐶𝑒𝑞 �̇� +𝐾𝑒𝑞𝑥 = 𝐹 (𝑡) . (6)

here 𝐾𝑒𝑞 and 𝐶𝑒𝑞 represent equivalent stiffness and damping, respectively. By utilizing Eqs. (4), (5), (6), and the harmonic balance
ethod, the equivalent stiffness 𝐾𝑒𝑞 and damping 𝐶𝑒𝑞 can be given by

𝐾𝑒𝑞 =
1

𝜋𝑋0 ∫

2𝜋

0
𝑘(𝑥) sin(𝛷)d𝛷 , (7)

𝐶𝑒𝑞 =
1 2𝜋

𝐶(�̇�) cos(𝛷)d𝛷 . (8)
4

𝜋𝜔𝑋0 ∫0
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Fig. 5. FFT of output acceleration signal through impact test in the (i) 𝑦-direction, and (ii) 𝑧-direction for different impact values.

ith 𝛷 = 𝜔𝑡 + 𝜙. Therefore, if 𝐾𝑒𝑞 and 𝐶𝑒𝑞 are known functions of the dynamic response, i.e., 𝑋0; the nonlinear stiffness 𝑘(𝑥) and
amping 𝐶(�̇�) can be estimated for the given system. It should be noted that although equivalent stiffness is a linear concept, the
ariation of equivalent linear stiffness or damping characteristics with different frequencies is a well-known method to estimate
onlinear stiffness and damping functions. This method utilizes the fact that a nonlinear system exhibits linear behavior under the
teady-state response, and hence, the solution can be expressed in terms of harmonic functions. Expressing the steady-state response
f a nonlinear system through a harmonic function or sum of harmonic functions is known as the harmonic balance method. This is
well-known method to determine the dynamics of a nonlinear system, which further ensures the preservation of system stability
uring curve fitting (Eqs. (7) and (8)). To determine 𝑘(𝑥) and 𝐶(�̇�), Liu et al. [30] utilized the nonlinear frequency response function
FRF) plots. The nonlinear FRF varies as the excitation amplitude increases, indicating either softening or hardening behavior. By
lotting the nonlinear FRF from experimental data for different excitation amplitudes, the resonant frequencies 𝜔𝑟 can be extracted
or different dynamic response values 𝑋0. Once the resonant frequencies are known for different values of 𝑋0, 𝐾𝑒𝑞 can be estimated
or each dynamic response using the relationship between mass, frequency, and stiffness. Later, 𝐾(𝑋0) is determined using a curve-
itting approach. To determine 𝐶(𝑋0𝜔), we can either implement the half-power bandwidth method, up to the first-order expansion
f damping ratio [36,37], or use the circle-fit method [38]. However, the circle-fit method requires the estimation of amplitude as
ell as phase, while the half-power bandwidth only requires amplitude. Therefore, for the sake of simplicity in the analysis, we use

he half-power bandwidth method. If 𝜔1 and 𝜔2 (𝜔2 > 𝜔1) are the two frequencies at which the FRF amplitude is equal to 1∕
√

2
times the maximum amplitude of FRF at the resonance frequency 𝜔𝑟, then the relationship between the damping ratio 𝜁 , 𝜔1, 𝜔2,
and 𝜔𝑟 is given by [36,37]

2𝜁 =
𝜔2 − 𝜔1

𝜔𝑟
. (9)

Using these values of 𝜁 , along with mass and 𝜔𝑟, 𝐶𝑒𝑞 can be estimated for different values of dynamic response 𝑋0. Furthermore,
similar to 𝑘(𝑋0), 𝐶(𝑋0𝜔) can be obtained by curve-fitting between 𝐶𝑒𝑞 and 𝑋0, which will provide us with the nonlinear damping
function.

4. Experiments and parameter identification

In this section, we perform parameter identification of the pneumatic isolator considered in the analysis. The parameter
identification task is divided into three sub-tasks: (1) identifying whether the system exhibits nonlinear characteristics in stiffness
and damping properties, (2) determining the type of nonlinearity, and (3) establishing the parameter values that best describe the
nonlinear behavior. To achieve this, we employ a combination of experimental and analytical approaches, specifically the harmonic
balance method and the half-power bandwidth method. The first two sub-tasks can be accomplished using experimental results,
while the final task of evaluating the parameters is achieved through the analytical model of equivalent stiffness and damping
5

characteristics and the curve-fitting approach.
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Fig. 6. Time response of the system in terms of output acceleration in 𝑦-direction for (i) in forward sweep, and (ii) in backward sweep.

To identify the parameters of the pneumatic isolator in the 𝑦 and 𝑧 directions, we perform two different sets of experiments using
wo different configurations. In one configuration, the shaker is securely fixed to the structure in such a manner that the armchair
oves in the 𝑦 direction, exciting the prototype in the 𝑦- direction only. In the other configuration, the shaker is fixed to move the

rmchair in the 𝑧- direction, exciting the system in the 𝑧- direction only. To plot the FRF of the prototype at different excitation
mplitudes, we conduct sine-sweep tests in the forward (increasing excitation frequency) and backward directions (decreasing
xcitation frequency) and collect input and output acceleration signals. We repeat these experiments three times for every excitation
alue to ensure results are reproducible. However, to determine the range of the sine-sweep test, we need to know the system’s
undamental frequency. We obtain the system’s fundamental frequency by performing modal impact testing on the prototype using
modal impact hammer with a hard tip in the 𝑦- and 𝑧- directions. The Fast Fourier Transform (FFT) of the output acceleration

signal with frequency 𝑓 is shown in Fig. 5, where we observe that the first resonant frequency of the system is around 5.5 Hz in
the 𝑦- direction and around 3 Hz in the 𝑧- direction. We also observe that the system dynamics are dominated by the first mode in
both directions.

After obtaining the first resonant frequencies in the 𝑦- and 𝑧- directions, we select the ranges of 4–7 Hz and 1.5–4 Hz for the
ine-sweep tests in the 𝑦- and 𝑧- directions, respectively, with a frequency step size of 0.1 Hz. The system is excited for approximately
0 cycles at each frequency value, and the input and output acceleration data are collected using accelerometers with a sampling
requency of 1000 Hz. To illustrate the experimental data, we present the steady output acceleration of the system in the 𝑦- and
𝑧-directions. These responses are shown in Figs. 6 and 7, respectively. Note that the noise present in the output measured signals is
removed by the use of a low-pass Butterworth filter in Matlab with a cutoff frequency of 50 Hz. We also use this filter to remove
the noise from the FRFs. Fig. 8 shows a comparison between the unfiltered and filtered FRFs for a given excitation amplitude. We
observe a good match between the unfiltered and filtered signals.

To identify the existence of nonlinearity in the system, we overlay the FRFs obtained from the sine-sweep tests in the 𝑦- direction
with different excitation amplitudes. If the resonant frequencies in the FRF plot change with excitation amplitudes, it indicates the
presence of nonlinearity.

From Fig. 9, we can observe that the system under analysis is nonlinear, as the resonant frequency (𝑓𝑟) changes with the excitation
amplitude in the 𝑦- direction. Nonlinear hysteresis is clearly observed, indicating that the system tracks different energy orbits in
the forward and backward sweeps around resonance. In particular, the system shows higher maximum amplitude in the backward
sweep at the same excitation level since it tracks the high energy orbits before the jump phenomena occurs. To identify the nature of
nonlinearity, we plot the variation of 𝑓𝑟 with the dynamic response (𝑋0), as shown in Fig. 10. The dynamic response of the system,
i.e., 𝑋0 represents the displacement of the prototype in 𝑦- (or 𝑧-) direction. It should be noted that the output 𝑋0 is obtained by
the numerical integration of the output acceleration data. From Fig. 10, we observe that 𝑓𝑟 decreases as 𝑋0 increases, indicating
softening nonlinearity in the system.

To quantify this softening nonlinearity, we plot the variation of the equivalent stiffness 𝐾𝑒𝑞 (= (2𝜋𝑓𝑟)2 𝑚) with 𝑋0, and shown
in Fig. 11. A quadratic function fits well for the experimental data in both forward and backward sweeps, given by Eqs. (10) and
(11).

6 8 11 2
6

Forward sweep 𝐾𝑒𝑞𝑦 = 1.087 × 10 − 5.724 × 10 𝑋0 + 1.817 × 10 𝑋0 , (10)
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s

Fig. 7. Time response of the system in terms of output acceleration in 𝑧-direction for (i) in forward sweep, and (ii) in backward sweep.

Fig. 8. (i) Unfiltered FRF (ii) filtered FRF of the dynamics response of the system in the 𝑦-direction during forward sweep.

Backward sweep 𝐾𝑒𝑞𝑦 = 1.074 × 106 − 6.115 × 108𝑋0 + 1.958 × 1011𝑋2
0 . (11)

Upon taking the average of the coefficients of different order in the polynomial corresponding to the forward and backward
weep (Eqs. (10)) and (11), we get

∗ 6 8 11 2
7

𝐾𝑒𝑞𝑦 = 1.0805 × 10 − 5.9195 × 10 𝑋0 + 1.8875 × 10 𝑋0 , (12)
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Fig. 9. Frequency response function of the prototype in the 𝑦-direction with increasing excitation amplitude for (i) forward sweep and (ii) backward sweep. 𝐺
is the gain defined as normalized input voltage with respect to the minimum recorded input voltage which is used to drive the shaker.

Fig. 10. Evolution of resonant frequency, 𝑓𝑟, in the 𝑦-direction with dynamic response 𝑋0 for (i) forward sweep and (ii) backward sweep.

Accordingly, the nonlinear stiffness function can be obtained from the method of harmonic balance as (Eq. (7))

𝑓1(𝑦) = 1.0805 × 106𝑦(𝑡) − 6.974 × 108|𝑦(𝑡)|𝑦(𝑡) + 2.51667 × 1011𝑦(𝑡)3 . (13)

Within the range of interest for vibration amplitude (i.e., the order of 1 mm), one can normalize Eq. (13) with respect to the
vibration amplitude and linear stiffness (i.e., �̄�(𝑡) = 𝑦(𝑡)∕(1 × 10−3) and 𝐹1(�̄�) = 𝑓1(𝑦)∕(1 × 10−3 × 1.0805 × 106)) to get

𝐹 (�̄�) = �̄�(𝑡) − 0.6454|�̄�(𝑡)|�̄�(𝑡) + 0.2329�̄�(𝑡)3 . (14)
8

1
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Fig. 11. Identification of nonlinear stiffness in the 𝑦-direction for (i) forward sweep and (ii) backward sweep.

Fig. 12. Evolution of damping ratio (𝜁𝑦) in the 𝑦-direction with dynamic response 𝑋0 for (i) forward sweep and (ii) backward sweep.

From the above expression of nonlinear restoring force in the 𝑦-direction, it can be observed that the cubic term dominates the
system dynamics for significantly higher perturbation values (high excitation amplitude) only. For moderately smaller displacement
values, quadratic nonlinearity dominates the system dynamics.

To investigate the nonlinearity in the damping force in the 𝑦-direction, the damping ratio (𝜁𝑦) is plotted against 𝑋0 using the
half-power bandwidth method. This variation is shown in Fig. 12. The plot in Fig. 12 shows that 𝜁𝑦 decreases with increasing 𝑋0,
indicating softening nonlinearity in damping. Further, the variation of the equivalent damping coefficient 𝐶𝑒𝑞𝑦 (= 2𝜁𝑦𝜔𝑟𝑚) with the
amplitude of system velocity (𝑋0𝜔) is shown in Fig. 13. We observe that the quadratic fitting function fits well with the obtained
experimental data. These fitting functions for 𝐶𝑒𝑞𝑦, corresponding to forward and backward sweeps, are

4 5 6 2
9

Forward sweep 𝐶𝑒𝑞𝑦 = 1.009 × 10 − 3.212 × 10 (𝑋0𝜔) + 4.166 × 10 (𝑋0𝜔) , (15)
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𝐺

H

Fig. 13. Identification of nonlinear damping in the 𝑦-direction for (i) forward sweep and (ii) backward sweep.

Fig. 14. Frequency response function of the prototype in the 𝑧-direction with increasing excitation amplitude for (i) forward sweep and (ii) backward sweep.
is the gain defined as normalized input voltage with respect to the minimum recorded input voltage which is used to drive the shaker.

Backward sweep 𝐶𝑒𝑞𝑦 = 1.045 × 104 − 3.049 × 105(𝑋0𝜔) + 3.897 × 106(𝑋0𝜔)2 . (16)

ence, upon taking the average of the different orders in Eqs. (15) and (16), the average equivalent damping coefficient given by

𝐶∗
𝑒𝑞𝑦 = 1.027 × 104 − 3.1305 × 105(𝑋0𝜔) + 4.0315 × 106(𝑋0𝜔)2 . (17)

Accordingly, the nonlinear damping function of the pneumatic isolator in the 𝑦-direction can be obtained through the method of
harmonic balance as

𝑔 (�̇�) = 1.027 × 104�̇�(𝑡) − 3.6880 × 105|�̇�(𝑡)|�̇�(𝑡) + 5.3753 × 106�̇�(𝑡)3 . (18)
10

1
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Fig. 15. Evolution of resonant frequency 𝑓𝑟 in the 𝑧-direction with dynamic response 𝑋0 for (i) forward sweep, and (ii) backward sweep.

Following the same procedure outlined above to obtain Eq. (14), one can normalize Eq. (18) within the range of interest (i.e., at
he order of 10 mm/s) as

�̄�1 = ̇̄𝑦(𝑡) − 0.3591| ̇̄𝑦(𝑡)| ̇̄𝑦(𝑡) + 0.0523 ̇̄𝑦(𝑡)3 . (19)

From Eq (19), we can again conclude that quadratic nonlinearity dominates the system dynamics in case of moderate perturbations.
After establishing the nature of nonlinearity in the restoring force and damping force in the 𝑦-direction, we proceed to analyze the

𝑧-direction. Similar to the analysis in the 𝑦-direction, the frequency response functions (FRFs) corresponding to multiple excitation
amplitudes in the 𝑧-direction are overlaid in Fig. 14. From Fig. 14, we can observe that the 𝑓𝑟 corresponding to different FRFs
changes with the excitation amplitude, indicating nonlinearity in the stiffness function of the pneumatic isolator in the 𝑧-direction.
To further explore the nature of nonlinearity, we plot the variation of the 𝑓𝑟 with 𝑋0 in the 𝑧-direction as shown in Fig. 15. From
Fig. 15, we observe that the 𝑓𝑟 decreases with an increase in 𝑋0, further confirming the existence of softening nonlinearity also
in the 𝑧-direction. To quantify this softening nonlinearity, we plot the variation of the equivalent stiffness 𝐾𝑒𝑞𝑧 with 𝑋0 and fit
the experimental data using a polynomial function as shown in Fig. 16. As shown in Fig. 16, the quadratic polynomial fits the
experimental data well. These polynomial fits in the forward and backward sweeps are given by

Forward sweep 𝐾𝑒𝑞𝑧 = 1.424 × 105 − 3.817 × 105𝑋0 − 3.016 × 106𝑋2
0 , (20)

Backward sweep 𝐾𝑒𝑞𝑧 = 1.404 × 105 − 3.189 × 105𝑋0 − 3.418 × 107𝑋2
0 . (21)

Accordingly, the average 𝐾𝑒𝑞𝑧 can be obtained by taking the average of the coefficients of quadratic fits in the forward and
ackward sweep (Eqs. (20) and (21)) and is given by

𝐾∗
𝑒𝑞𝑧 = 1.414 × 105 − 3.503 × 105𝑋0 − 3.217 × 106𝑋2

0 . (22)

hus, the nonlinear stiffness function of the pneumatic isolator in the 𝑧-direction can be obtained from the method of harmonic
alance as

𝑓2(𝑧) = 1.414 × 105𝑧(𝑡) − 4.126 × 105|𝑧(𝑡)|𝑧(𝑡) − 4.289 × 106𝑧(𝑡)3 . (23)

urther, within the range of interest for vibration amplitude (i.e., at the order of 10 mm), we normalize the above equation with
respect to the vibration amplitude and linear stiffness (i.e., �̄�(𝑡) = 𝑧(𝑡)∕1 × 10−2 and 𝐹2(�̄�) = 𝑓2(𝑧)∕(1 × 10−2 × 1.414 × 106)) as

𝐹2(𝑧) = �̄�(𝑡) − 0.0292|�̄�(𝑡)|�̄�(𝑡) + 0.003�̄�(𝑡)3 . (24)

rom Eq. (24), it can be noted that for moderately small amplitudes, quadratic nonlinearity in the restoring force dominates system
ynamics in the 𝑧-direction also.

To investigate the existence of nonlinearity in damping in the 𝑧-direction, we plot the damping ratio 𝜁𝑧 against 𝑋0 as shown in
ig. 17. From Fig. 17, it can be observed that the damping ratio decreases with increasing 𝑋0, indicating softening nonlinearity in
11

amping. Furthermore, the variation of the equivalent damping coefficient in the 𝑧-direction, 𝐶𝑒𝑞𝑧, with velocity amplitude 𝑋0𝜔 is
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Fig. 16. Identification of nonlinear stiffness in the 𝑧-direction for (i) forward sweep and (ii) backward sweep.

Fig. 17. Evolution of damping ratio (𝜁𝑧) in the 𝑧-direction with dynamic response 𝑋0 for (i) forward sweep and (ii) backward sweep.

shown in Fig. 18. We observe that a quadratic fit describes this variation well; the equations for the forward and backward sweeps
are

Forward sweep 𝐶𝑒𝑞𝑧 = 2656 − 1252(𝑋0𝜔) + 526.1(𝑋0𝜔)2 , (25)

Backward sweep 𝐶𝑒𝑞𝑧 = 2620 − 1114(𝑋0𝜔) + 592.2(𝑋0𝜔)2 . (26)

The average equivalent damping coefficient and accordingly, the nonlinear damping function of the pneumatic isolator in the
𝑧-direction are

Average 𝐶∗ = 2638 − 1183(𝑋 𝜔) + 559.15(𝑋 𝜔)2 , (27)
12

𝑒𝑞𝑧 0 0
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Fig. 18. Identification of nonlinear damping in the 𝑧-direction for (i) forward sweep, and (ii) backward sweep.

Fig. 19. Comparison of experimental results with empirical model in the (i) 𝑦-direction, and (ii) 𝑧-direction.

Damping function 𝑔2(�̇�) = 2638�̇�(𝑡) − 1393|�̇�(𝑡)|�̇�(𝑡) + 745.533�̇�(𝑡)3 . (28)

ollowing the same procedure applied to obtain Eq. (14), one can normalize the above damping function within the range of interest
i.e., at the order of 100 mm/s) as

�̄�2 = ̇̄𝑧(𝑡) − 0.0528| ̇̄𝑧(𝑡)| ̇̄𝑧(𝑡) + 0.0028 ̇̄𝑧(𝑡)3 (29)

Based on the derived models for the stiffness and damping characteristics of the pneumatic isolator (Eqs. (13), (18), (23), (28)),
e observe that within the investigated range of dynamic response, the quadratic softening characteristics of the pneumatic isolator
13

ominate the system dynamics in both 𝑦 and 𝑧-directions. However, for dynamic responses beyond the range considered in this
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study, higher-order nonlinear terms (e.g., cubic, quartic) should be included in the curve-fitting to improve the accuracy of the
predicted pneumatic isolator’s stiffness and damping characteristics. The measured response and the empirical models are compared
in Fig. 19(i) and (ii) for the 𝑦 and 𝑧-directions, respectively. It is apparent from Fig. 19(i) and (ii) that the identified models exhibit
softening behavior in both directions. Moreover, the identified models demonstrate a reasonably good ability to predict the system’s
behavior within the investigated range. With the nonlinear characteristics of the system established, we proceed to present the linear
stability analysis of the system, considering a wider range of excitation forces and frequencies, in the subsequent section.

5. Linear stability analysis

In this section, we present the linear stability analysis of the system with nonlinear stiffness and damping characteristics as
identified in Section 4. We start with the linear stability analysis in the 𝑦-direction. Since the motions of the prototype in the 𝑦- and
𝑧-directions are uncoupled for the current analysis, the governing equation of motion in the 𝑦-direction is

𝑚�̈� + 1.027 × 104�̇� − 3.6880 × 105|�̇�|�̇� + 5.3753 × 106�̇�3 + 1.0805 × 106𝑦(𝑡) − 6.974 × 108|𝑦(𝑡)|𝑦(𝑡)

+ 2.51667 × 1011𝑦(𝑡)3 = 𝐹0 sin(2𝜋𝑓𝑡) .
(30)

n the above equation, 𝐹0 represents the excitation amplitude, and 𝑓 is the excitation frequency. Since Eq. (30) is a nonautonomous
ystem with a harmonic excitation, the steady-state will always be periodic instead of constant as in the case of an autonomous
ystem. Additionally, Eq. (30) is a non-smooth, nonlinear differential equation due to the presence of |𝑦| and |�̇�|; therefore, we use
numerical fixed arc-length continuation scheme to obtain the steady-state periodic solutions for different values of 𝑓 and for a

iven value of 𝐹0. If 𝑦𝑠 is the steady-state solution of the system in the 𝑦-direction for the given value of excitation amplitude and
requency, then the perturbed solution of Eq. (30) can be written as

𝑦(𝑡) = 𝑦𝑠(𝑡) + 𝜖𝜂(𝑡) , (31)

here 𝜂(𝑡) is an (1) quantity and 𝜖 is a small parameter (≪ 1). Since the steady-state periodic solutions, i.e., 𝑦𝑠, of Eq. (31) satisfy
q. (30), we get the linearized equations in terms of perturbation and the steady-state as

𝑚�̈� + 1.027 × 104�̇� − 7.3760 × 105|�̇�𝑠|�̇� + 16.1259 × 106�̇�2𝑠 �̇� + 1.0805 × 106𝜂 − 13.9480 × 108|𝑦𝑠|𝜂

+ 7.55 × 1011𝑦2𝑠𝜂 = 0 .
(32)

Note that Eq. (32) involves time-periodic coefficients in terms of the steady states; therefore, we use the Floquet theory to
etermine the stability of the steady-state periodic solutions numerically in the parametric space of 𝐹0 and 𝑓 . To get the stability in
he space of 𝐹0 − 𝑓 , we divide the given range of 𝐹0 and 𝑓 in 1000 × 500 sub-regions with 1000 discrete points along the 𝐹0-axis
nd 500 discrete points along the 𝑓 -axis. We emphasize that we have chosen the frequency range from 4–8 Hz for the stability
nalysis, i.e., around the system’s natural frequency in the 𝑦-direction. In the next step, we run numerical simulations to generate
he fundamental matrix and obtain the Floquet multipliers as the eigenvalues of the fundamental matrix. If the magnitude of the
ominant Floquet multiplier at a grid point is less than one, the system is stable at that point; if it is greater than one, the system
ecomes unstable. Therefore, the stability boundary is defined as the locus of operating points corresponding to the dominant Floquet
ultiplier with magnitude one. Upon conducting the stability analysis, we did not observe any linearly unstable regimes for the

onsidered range of excitation and amplitude, and hence, the considered parametric space is always stable.
Next, we present the linear stability analysis of the system in the 𝑧-direction. With the identified nonlinear stiffness and damping

haracteristics, the governing equation of motion in the 𝑧-direction is given by

𝑚�̈� + 2638�̇� − 1393|�̇�|�̇� + 745.533�̇�3 + 1.414 × 105𝑧(𝑡) − 4.126 × 105|𝑧|𝑧

− 4.289 × 106𝑧3 = 𝐹0 sin(2𝜋𝑓𝑡) .
(33)

Similar to the analysis in the 𝑦-direction, we find the steady-state periodic solutions of the system in the 𝑧-direction numerically
ia the fixed arc-length continuation scheme. Therefore, if 𝑧𝑠(𝑡) represents the steady-state periodic solution, then the perturbed
olution of Eq. (33) can be written as

𝑧(𝑡) = 𝑧𝑠(𝑡) + 𝜖𝜙(𝑡) . (34)

here 𝜙(𝑡) is an (1) quantity and 𝜖 is a small parameter (≪ 1). Substitution of Eq. (34) in Eq. (33) leads to the linearized equation
s

𝑚�̈� + 2638�̇� − 2786|�̇�𝑠|�̇� + 2.2366 × 103�̇�𝑠2�̇� + 1.414 × 105𝜙 − 8.2520 × 105|𝑧𝑠|𝜙

− 12.8670 × 106𝑧2𝑠𝜙 = 0 .
(35)

gain, we utilize the Floquet theory to determine the system’s stability in the 𝑧-direction. We repeat the procedure as outlined
bove for stability in the 𝑦-direction. However, for the stability analysis in the 𝑧 direction, we select the frequency range from 1 to
Hz, which is around the system’s natural frequency in the 𝑧-direction. Similar to the observation drawn for the 𝑦-direction, we

bserve that the UPM prototype with pneumatic isolator remains stable in 𝑧-direction for the given range of excitation amplitude
nd frequency.

To further verify these observations, we perturb the steady-state periodic solution at higher excitation amplitude and around
14

he resonant frequency to observe its evolution with time in 𝑦 and 𝑧-directions. These motions in 𝑦- and 𝑧-directions are shown in
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Fig. 20. Comparison of steady-state time-response with the time response for perturbed initial conditions in the 𝑦-direction (i) 𝐹0 = 419.8 N, 𝑓 = 3.8831 Hz, and
ii) 𝐹0 = 459.9 N, 𝑓 = 3.739 Hz.

Fig. 21. Comparison of steady-state time-response with the time response for perturbed initial conditions in the 𝑧-direction for (i) 𝐹0 = 450.5 N, 𝑓 = 2.0470 Hz,
and (ii) 𝐹0 = 494.5892 N, 𝑓 = 2.0426 Hz.

igs. 20 and 21, respectively. Both figures show that any initial perturbation dies out with time and the system settles down to a
teady-state periodic solution. This observation verifies our linear stability analysis in the 𝑦- and 𝑧-direction.

It should be noted here that these identified nonlinear parameters are the functions of the pressure inside the pneumatic chamber.
ence, we can have different sets of nonlinear parameters (with similar nonlinear behavior) for different pressure values that will

ncrease the system’s instability.
To explore the system dynamics for different possible stiffness and damping functions of the pneumatic isolator, we perform the

ifurcation analysis of the system’s response in 𝑦-direction with a modified damping function. For this, we assume that the damping
15
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Fig. 22. Numerical bifurcation diagram for the response of the system in 𝑦-direction with varying values of excitation amplitude for (i) 𝑓 = 3 Hz, and (ii)
𝑓 = 5 Hz.

characteristics of the pneumatic isolator in the transverse direction is primarily governed by quadratic nonlinearity as

𝑔1(�̇�) = 1.027 × 104�̇�(𝑡) − 3.6880 × 103|�̇�(𝑡)|�̇�(𝑡) . (36)

while we use the same stiffness function in the 𝑦-direction (Eq. (13)). In the next step, we evolve the system dynamics with time for
different excitation amplitude values and at a given excitation frequency. We use Matlab built-in command ‘ode45’ to evolve system
dynamics with high absolute and relative tolerance values (1𝑒−10). The numerical bifurcation diagram of the system’s response in
𝑦-direction is shown in Fig. 22 for two different values of excitation frequencies, in particular, low frequency (𝑓 = 3 Hz) and around
resonant frequency (𝑓 = 5 Hz) in Fig. 22(i) and (ii), respectively. From Fig. 22(i), we can observe that the system’s stable periodic
response remains stable for moderately high values of excitation amplitude, viz. 𝐹0 < 3800. However, any further increase in the
value of 𝐹0 causes the system’s stable periodic response to become unstable and transition to period-2 and period-4 solutions. The
bifurcation of the stable periodic solution to period-2 solution through period-doubling bifurcation can also be seen through phase
portrait and is shown in Fig. 23. Furthermore, Fig. 22(ii) shows the numerical bifurcation diagram of the system in the 𝑦- direction
for 𝑓 = 5 Hz. From Fig. 22(ii), we can observe that similar to the 𝑓 = 3 Hz system’s stable periodic response becomes unstable, and
the system exhibits period-2 solutions. However, unlike the case of 𝑓 = 3 Hz, the bifurcation point shifts toward the right, i.e., for
higher excitation amplitude. This loss of stability of stable-periodic solutions for 𝑓 = 5 Hz has been shown through phase portraits
in Fig. Fig. 24.

To this end, we emphasize that in the current analysis, the effect of mode coupling between 𝑦 and 𝑧− directions has not been
considered. The nonlinear mode coupling in the system can give rise to more complex dynamical solutions and is left for future
work.

6. Conclusion

In this study, we identified the nonlinearities in stiffness and damping characteristics of a pneumatic isolator, qualitatively and
quantitatively. For this purpose, we used experimental data and equivalent analytical approaches (the harmonic balance method
and the half-power bandwidth method). The pneumatic isolators were modeled as spring-damper systems in the 𝑦 and 𝑧-directions,
and the equivalent stiffness and damping characteristics were determined by analyzing the frequency response function curves. The
frequency response curves at different excitation levels were utilized to identify the variation of resonant frequency and hence,
equivalent stiffness with the dynamic response. The relationship between equivalent stiffness and dynamic response was identified
through thepolynomial curve-fitting approach. Additionally, the half-power bandwidth method was employed to determine the
damping ratio and subsequently the damping coefficients in both the 𝑦- and 𝑧-directions. Once equivalent stiffness and damping
coefficients were known, the nonlinear stiffness function and damping functions were obtained through the method of harmonic
balance. Our findings revealed the presence of softening nonlinearity in both the stiffness and damping characteristics of the
pneumatic isolator in the 𝑦- and 𝑧-directions. Furthermore, this softening nonlinearity was modeled through a combination of
16

cubic stiffness and cubic damping functions in the 𝑦- and 𝑧-directions. It is worth noting that although cubic nonlinearity was
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Fig. 23. Phase portraits for the response of the system in 𝑦-direction for different values of excitation amplitude and 𝑓 = 3 Hz.

resent in the system, quadratic nonlinearity was found to dominate the system dynamics for moderately small amplitude vibrations.
urthermore, the linear stability analysis of the system was carried out to explore the stability of the steady-state periodic solutions
n the regime of excitation amplitude and frequency for the identified nonlinear parameters. We observed that the steady-state
eriodic solutions remain stable for a given range of excitation amplitude and frequency for the identified stiffness and damping
arameters. Furthermore, we observed a slight change in the damping characteristics could introduce instability in the system in
he form of period-2 and period-4 solutions.

Finally, the original contributions of this paper can be summarized as (1) identification of nonlinearity in stiffness and damping
haracteristics of a pneumatic isolator, (2) quantification of these nonlinearities in stiffness and damping as functions of displacement
nd velocity, (3) exploration of instability in the parametric space of excitation amplitude and frequency with the identified
17
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Fig. 24. Phase portraits for the response of the system in 𝑦-direction for different values of excitation amplitude and 𝑓 = 5 Hz.

arameters, and (4) exploration of complex motions of the system for a given value of frequency and different values of excitation
mplitudes.
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